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Abstract—The paper is devoted to the issue of decomposition of the join relational operator with
the aid of distributed column indices. Such decomposition allows one to utilize the modern many-
core accelerators (GPU or Intel Xeon Phi) to speed up the query execution for very large databases.
Column indices are the new kind of index structures, which exploits “key-value” technics. The paper
describes the methods of column index fragmentation based on domain intervals. This technic allows
organizing the parallel query processing without exchanges. All column index fragments are stored
in main memory in compressed form to conserve space. This approach can be implemented as a
coprocessor for relational database systems. The database coprocessor is able to perform resource-
intensive operations much more faster than a conventional DBMS.
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1. INTRODUCTION

Nowadays, human scientific and practical activities create the new challenges that demand big data
processing. According to IDC study [1], the amount of digital data is doubling in size every two years,
and by 2020 the digital universe—the amount of digital data created and replicated—will reach 44
zettabytes, or 44 trillion gigabytes. In 2013, only 22% of the information in the digital universe would
be a candidate for analysis (useful if it were tagged) and less than 5% of that was actually analyzed. By
2020, the useful percentage could grow to more than 35%, mostly because of the growth of data from
embedded systems.

Actually, the only way to process efficiently big data is using the parallel database system, which are
able to process data in parallel on the high performance system with distributed memory [2–4]. The
traditional approach for database storing is row-oriented representation. However, column-oriented
database systems have been shown to perform more than an order of magnitude better than row-oriented
database systems (“row-stores”) on analytical workloads such as those found in data warehouses,
decision support, and business intelligence applications. The elevator pitch behind this performance
difference is straightforward: column-stores are more I/O efficient for read-only queries since they
only have to read from disk (or from memory) those attributes accessed by a query [5]. Column-
oriented databases are particularly well suited for compression because data of the same type is stored
in consecutive sections. This makes it possible to use compression algorithms specifically tailored to
patterns that are typical for the data type [6].

In recent years, more and more many-core processors are superseding sequential ones. Increasing
parallelism, rather than increasing clock rate, has become the primary engine of processor performance
growth, and this trend is likely to continue. Particularly, today’s GPUs (Graphic Processing Units) and
Intel’s MIC (Many Integrated Cores), greatly outperforming traditional CPUs in arithmetic throughput
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and memory bandwidth, can use hundreds of parallel processor cores to execute tens of thousands of
threads [7]. Recent trends in new hardware and architectures have gained considerable attention in
the database community. Processing units such as GPU or MIC provide advanced capabilities for
massively parallel computation. Database processing can take advantage of such units not only by
exploiting this parallelism, e.g., in query operators (either as task or data parallelism), but also by
offloading computation from the Central Processing Unit (CPU) to these coprocessors, saving CPU
time for other tasks [8]. The many integrated cores of the Xeon Phi make this hardware accelerator a
natural computing platform for an in-memory database engine or server. The database tables reside in
the memory space of the MIC thus supporting fast in-memory database applications [9]. Main memory
as the primary storage location is becoming increasingly attractive as a result of the decreasing cost/size
ratio [6]. Main Memory Database (MMDB) eliminates disk access by storing and manipulating entire
database in main memory. For performance-significant systems MMDB offer very low response time
and very high throughput [10]. According to Gartner’s 2013 Hype Cycle for Emerging Technologies
report, in-memory database management system have 2 to 5 years until widespread adoption [11].

According to this, the problem of developing new efficient methods of parallel database processing
in main memory on modern compute clusters with manycore accelerators using column-oriented
representation and data compression is important. To meet this goal, we offer a special type of
index structures called distributed column indices. Distributed column indices allow to perform
a decomposition of relational operations, which admits the efficient parallel execution of them on
computing cluster system, equipped with manycore accelerators. In this paper, we consider the
decomposition for natural join. We will be using the notation from [12] for denoting the relation operators.
The symbol ◦ we will use to denote the operation of concatenation of the tuples.

The paper is organized as follows. Section 2 introduces the notion of column index. Section 3
presents the definition of domain-interval fragmentation of column index. Section 4 describes a method
of decomposing natural join of two relations based on domain-interval fragmentation of column indices
built for the join attributes. The theorem about correctness of this decomposition method is proved.
Section 5 summarises the results and outlines directions for future research.

2. COLUMN INDEX

Let R (A∗, B1, . . . , Bu) be the R relation with A primary key and the following attributes:
B1, . . . , Bu. Tuples of R have length of u + 1 and form of (a, b1, . . . , bu), where a ∈ Z≥0 and ∀j ∈
{1, . . . , u}

(
bj ∈ DBj

)
. Here, DBj is the domain of attribute Bj . Let r.Bj denote a value of attribute

Bj . Let r.A denote a value of the primary key of tuple r: r = (r.A, r.B1, . . . , r.Bu). The primary
key of relation R has the property: ∀r′, r′′ ∈ R (r′ �= r′′ ⇔ r′.A �= r′′.A). Define tuple address as a
primary key value of the tuple. To get the tuple by its address, we will use &R dereferencing function:
∀r ∈ R (&R(r.A) = r).

Definition 1. Let R (A∗, B, . . .) , T (R) = n be given. Let a linear order be defined on set DB. The
column index IR.B for attribute B of relation R is an ordered relation IR.B(A∗, B), which satisfies the
following requirements:

T (IR.B) = n, πA (IR.B) = πA (R) ; (1)

∀x1, x2 ∈ IR.B (x1 ≤ x2 ⇔ x1.B ≤ x2.B) ; (2)

∀r ∈ R (∀x ∈ IR.B (r.A = x.A ⇒ r.B = x.B)) . (3)

Condition (1) means that the sets of primary keys of column index and indexed relation are equal.
Condition (2) means that index elements are sorted in ascending order of values of attribute B.
Condition (3) means that attribute A of an index element contains the address of tuple of R, which
has the same value of B attribute as the corresponding element of column index has.

From the intensional point of view, the column index IR.B is a table with two columns A and B (see
fig. 1). The number of rows in the column index is equal to the number of rows in the indexed table.
Column B of index IR.B contains all the values of column B in table R (including duplicates). These
values are sorted in ascending order inside column index.

The following lemma is useful for proving the correctness of decomposition of a relational operators.
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Fig. 1. Column index.

Lemma 1. Let relation schema R (A∗, B, . . .) be given. Let column index IR.B be defined for
relation R. Then

πB (IR.B) = πB (R) . (4)

Proof. Choose an arbitrary b ∈ DB . Let T (σB=b (R)) = k. Without loss of generality we may as-
sume that ∀r ∈ R (r.A < k ⇔ r.B = b). It follows using (1) and (3) that ∀x ∈ IR.B (x.A < k ⇔ x.B = b).
Thus T (σB=b (IR.B)) = k. Therefore (4) is true. The lemma is proven.

3. DOMAIN-INTERVAL FRAGMENTATION

Definition 2. Let a total ordering relation be defined on domain DB. Let a separation of set DB into
k > 0 nonintersecting intervals is given:

V0 = [v0; v1] , V1 = (v1; v2] , . . . , Vk−1 = (vk−1; vk] ;
v0 < v1 < . . . < vk;

DB =
k−1⋃

i=0

Vi.

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(5)

The function ϕDB
: DB → {0, . . . , k − 1} is called interval fragmentation function for domain DB if

the following condition holds:

∀i ∈ {0, . . . , k − 1} (∀b ∈ DB (ϕDB
(b) = i ⇔ b ∈ Vi)) . (6)

Definition 3. Let column index IR.B for relation R (A∗, B, . . .) with attribute B on domain DB. The
function

ϕIR.B
: IR.B → {0, . . . , k − 1}

is called domain-interval fragmentation function if the following condition holds:

∀x ∈ IR.B (ϕIR.B
(x) = ϕDB

(x.B)) . (7)

Define ith fragment (i = 0, . . . , k − 1) of index IR.B as follows:

Ii
R.B = {x|x ∈ IR.B ; ϕIR.B

(x) = i} . (8)

It means that the ith fragment contains tuples, which have values of attribute B from the ith domain
interval. This fragmentation is called the domain-interval fragmentation. The number of fragments
is the degree of fragmentation.

The domain-interval fragmentation has the following fundamental properties, which follow directly
from its definition:

IR.B =
k−1⋃

i=0

Ii
R.B ;

∀i, j ∈ {0, . . . , k − 1}
(
i �= j ⇒ Ii

R.B ∩ Ij
R.B = ∅

)
.
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The following lemma is useful for proving the correctness of decomposition of a relational operators.
Lemma 2. Let a domain-interval fragmentation with degree k be given for column index IR.B

of relation R (A∗, B, . . .). Then

∀i ∈ {0, . . . , k − 1}
(
∀x ∈ IR.B

(
x ∈ Ii

R.B ⇔ x.B ∈ Vi

))
. (9)

Proof. First, letТs proof

∀i ∈ {0, . . . , k − 1}
(
∀x ∈ IR.B

(
x ∈ Ii

R.B ⇒ x.B ∈ Vi

))
. (10)

Let x ∈ Ii
R.B . It follows using (8) that ϕIR.B

(x) = i. By the (7), we have ϕDB
(x.B) = i. Hence, by

the (6), x.B ∈ Vi, it follows that (10) is true.
Second, letТs proof

∀i ∈ {0, . . . , k − 1}
(
∀x ∈ IR.B

(
x.B ∈ Vi ⇒ x ∈ Ii

R.B

))
. (11)

Let x ∈ IR.B and x.B ∈ Vi. It follows using (6) that ϕDB
(x.B) = i. By the (7), we have ϕDB

(x.B) =
ϕIR.B

(x) = i. Hence, by the (8), x ∈ Ii
R.B , it follows that (11) is true. The lemma is proven.

4. DECOMPOSITION OF NATURAL JOIN OF TWO RELATIONS

Let two relations be given:

R (A∗, B1, . . . , Bu, C1, . . . , Cv)

and

S (A∗, B1, . . . , Bu,D1, . . . ,Dw) .

Let the following two sets of column indices for attributes B1, . . . , Bu be given:

IR.B1 , . . . , IR.Bu ; IS.B1, . . . , IS.Bu .

Let the following domain-interval fragmentation with degree k be defined for all these indices:

IR.Bj =
k−1⋃

i=0

Ii
R.Bj

; (12)

IS.Bj =
k−1⋃

i=0

Ii
S.Bj

. (13)

Let

P i
j = πIi

R.Bj
.A→AR, Ii

S.Bj
.A→AS

⎛

⎝Ii
R.Bj

��
Ii
R.Bj

.Bj=Ii
S.Bj

.Bj

Ii
S.Bj

⎞

⎠ (14)

for all i = 0, . . . , k − 1 and j = 1, . . . , u. Define

Pj =
k−1⋃

i=0

P i
j . (15)

Let

P =
u⋂

j=1

Pj . (16)

Define

Q = {r ◦ (s.D1, . . . , s.Dw)|r ∈ R ∧ s ∈ S ∧ (r.A, s.A) ∈ P} . (17)

Theorem 1. π∗\A(Q) = π∗\A(R)��π∗\A(S).
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Proof. First, let’s proof

π∗\A(Q) ⊂ π∗\A(R)��π∗\A(S). (18)

Let

(a, b1, . . . , bu, c1, . . . , cv , d1, . . . , dw) ∈ Q. (19)

The (17) implies that there exist tuples r and s such that

(a, b1, . . . , bu, c1, . . . , cv) = r ∈ R, (20)

(a′, b1
′, . . . , bu

′, d1, . . . , dw) = s ∈ S (21)

and

(r.A, s.A) ∈ P. (22)

It follows that ∃p ∈ P (p.AR = a ∧ p.AS = a′). Hence, by the (16) we get ∀j ∈ {1, . . . , u}×
(∃p ∈ Pj(p.AR = a ∧ p.AS = a′)). It follows using (15) that ∀j ∈ {1, . . . , u}(∃i ∈ {0, . . . , k − 1} ×
(∃p ∈ P i

j (p.AR = a ∧ p.AS = a′))). Thus since (12)–(14), it follows that

∀j ∈ {1, . . . , u}
(
∃x ∈ IR.Bj

(
∃y ∈ IS.Bj

(
x.A = a ∧ x.Bj = y.Bj ∧ y.A = a′

)))
.

Hence, by the Definition 1 we get

∀j ∈ {1, . . . , u}
(
∃r̃ ∈ R

(
∃s̃ ∈ S

(
r̃.A = a ∧ r̃.Bj = s̃.Bj ∧ s̃.A = a′

)))
.

Since A is a primary key in R and S, using (20) and (21), it follows that (a′, b1, . . . , bu, d1, . . . , dw) ∈ S,
hence (b1, . . . , bu, c1, . . . , cv, d1, . . . , dw) ∈ π∗\A(R)��π∗\A(S). Hence (18) holds.

Now, let’s proof

π∗\A(R)��π∗\A(S) ⊂ π∗\A(Q). (23)

Let

(a, b1, . . . , bu, c1, . . . , cv) = r ∈ R (24)

and

(a′, b1, . . . , bu, d1, . . . , dw) = s ∈ S. (25)

Therefore, by the column index definition, using (4), we get

∀j ∈ {1, . . . , u}
(
∃x ∈ IR.Bj

(
∃y ∈ IS.Bj

(
x.A = a ∧ x.Bj = bj = y.Bj ∧ y.A = a′

)))
.

Combining it with (9), we obtain

∀j ∈ {1, . . . , u}
(
∃i ∈ {0, . . . , k − 1}

(
∃x ∈ Ii

R.Bj

(
∃y ∈ Ii

S.Bj

(
x.A = a ∧ x.Bj = y.Bj ∧ y.A = a′

))))
.

Now, by (14),

∀j ∈ {1, . . . , u}
(
∃i ∈ {0, . . . , k − 1}

(
∃p ∈ P i

j

(
p.AR = a ∧ p.AS = a′

)))
.

Using (15), we get

∀j ∈ {1, . . . , u}
(
∃p ∈ Pj

(
p.AR = a ∧ p.AS = a′

))

By (16), it follows that (a, a′) ∈ P . Summing it with (17), (24) and (25), we get

(a, b1, . . . , bu, c1, . . . , cv , d1, . . . , dw) ∈ Q,

so (22) holds. The theorem is proven.
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5. CONCLUSION

In this article, we presented a method of the decomposition of the natural join operator based on the
column indices and the domain-interval fragmentation. The correctness of this method was proven.
We used the described method in a prototype of parallel DBMS coprocessor. This prototype was
implemented on SMP with Xeon Phi accelerator. The computational experiments performed using
our prototype confirmed the efficiency of proposed approach [13]. This approach can be generalized
for many another relational operators. We plan to design the corresponding decomposition methods for
intersection, grouping and some others relational operators.
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